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Example 1
• 1987 National Medical 
Expenditures Survey

• Persons 40+ with 
complete covariate data

• Exposure: ever smoking
• Control: never smoking
• Outcome: lung cancer, 
laryngeal cancer, or 
COPD

• N = 11,587
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• What is the effect of 
ever smoking on odds 
of lung cancer / 
laryngeal cancer / or 
COPD, as compared 
with never smoking?



Variables
• eversmk (exposure)
• lc5 (outcome)
• LASTAGE: age
• MALE: sex
• RACE3: race

• beltuse: seatbelt use
• educate:

• marital:

• SREGION: census region
• POVSTALB: poverty status

• 1/0 ever smoker / never smoker
• Lung / laryngeal CA / COPD
• In years
• 1/0 male / female
• Other / African American / 

Caucasian
• Rare / some / always
• college grad / some college/HS 

grad/other

• Married / widowed / divorced / 
separated / never married

• NE / MW / S / W
• Poor / near poor / low income/ 

middle income / high income
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Selected sample characteristics
ALL

N = 11,587
Ever Smoke

N = 6,564 (56.7%)
Never Smoke

N = 5,023 (43.3%)
Cancer/COPD 1.9% 3.0% 0.5%
Age 60.2 years 59.1 years 61.7 years
Male 43.4% 55.4% 27.7%
Caucasian 78.1% 79.8% 75.8%
Rare use seatbelt 24.0% 26.0% 21.5%
College grad 14.2% 13.2% 15.4%
From South 36.8% 35.2% 38.9%
Poor 10.7% 10.2% 11.4%
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1. Estimate the PS

5

• Goal: to achieve covariate balance on confounders so that they 
cannot bias results

• Take observed values of treatment (1/0), and build a model that 
estimates it using covariates k as predictors
• Typically a parametric model used to estimate, e.g., logistic regression

• ps.model <‐ glm(treat ~ cov1 + cov2 + cov1*cov2 + cov3, 
data=dataset, family=binomial(link=“logit”))

• dataset$PS <‐ predict(ps.model, dataset, type=“response”)

• Take as much care in building the PS model as you would an 
outcome model
• Misspecification of the PS model can result in bias (although not as 

much as if you misspecify the outcome model)



1. Estimate the PS: Variable selection
• Begin with a DAG
• No post-treatment variables!
• Include variables that predict both treatment and outcome
• Little cost in including variables not related to the treatment but 

related to the outcome
• Exclude variables that are strong predictors of treatment with 

no obvious relation to the outcome
• Excluding a potentially important confounder can be costly in 

terms of bias
• PS analyses have included from a few to over 100 covariates

• General recommendation: theory-driven approach for variable 
selection
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1. Estimate the PS: Variable parameterization

• Much like an outcome model, improper parameterization 
of a variable can result in residual confounding

• Use splines, polynomial terms, and interactions

• Still, misestimation of the propensity score is not a large 
problem as long as balance is obtained (e.g., exclusion of 
interactions or squares may be less severe for a PS 
model than for an outcome model) (Stuart 2010)
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Machine learning
• Can use machine learning methods  

to estimate the PS (Westreich 2010)
• E.g., neural nets, classification and 

regression trees (CART)

• Random forests and boosted CART 
work well for this (Lee et al. 2010)

• No need to specify non-linearities, 
interactions, etc. – these methods 
do automatically, just list the 
variables you want
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Machine learning
• R: To implement boosted CART :

• library(twang)
• ps.model <‐ ps(treatment ~ 
LASTAGE + MALE + educate + 
POVSTALB, data=data)

• data$PS <‐ ps.model$ps[, 1]

• R: To implement random forests:
• library(randomForest)
• ps.model <‐ randomForest(treatment 
~ LASTAGE + MALE + educate + 
POVSTALB, data=data)

• data$PS <‐ ps.model$votes[, 2]
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1. Estimate the PS: missing data
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• Observations with missing PS covariate data will be 
excluded from the PS model, and therefore also further 
analyses (i.e., the outcome model)

• Multiple imputation can be used to fill in missing data to 
estimate propensity scores but this has not been well-
evaluated (Hayes, 2008)



Estimating the PS
Model 1

Logistic regression model

ps.model1 <- glm(eversmk ~ 
LASTAGE +MALE +educate +beltuse
+POVSTALB +marital +SREGION, 
data=a, family= 
binomial(link="logit"))

odds1 <- exp(predict(ps.model1, 
a))

a$PS <- odds1/(1+odds1)

Model 2
Boosted CART model

library(twang)

ps.model2 <- ps(eversmk ~ 
LASTAGE + MALE + educate + 
beltuse + POVSTALB + marital + 
RACE3 + SREGION, data=a)

a$PS2 <- ps.model2$ps[, 1]
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Is age linearly associated with eversmoking?
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Matching attempt #1
• For logistic regression estimated PS (Model 1)…

• Let’s try nearest neighbor 1:1 matching, greedy, no discarding of 
treated or controls

• library(MatchIt)
• nn1 <- matchit(eversmk ~ LASTAGE + MALE + educate + beltuse + 
POVSTALB + marital + RACE3 + SREGION, data=a, distance=a$PS, 
method="nearest")

• nn1.data <- match.data(nn1)
• summary(nn1, standardize=T)
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The distance option is not always necessary; if 
option is left out, Matchit can automatically 
calculate the PS based on the linear model as 
shown. For more complex PS models, e.g. 
with nonlinearities and such, estimate the PS 
beforehand and specify the resulting PS as the 
distance measure, like shown here. 

Standardize in order to 
show standardized balance



Balance, matching attempt #1
• BEFORE matching: ASAM = 0.103 
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Balance, matching attempt #1
• AFTER matching: ASAM = 0.163 (worse!)
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N’s C T

All 5023 6564

Matched 5023 5023

Not 
matched

0 1541

Discarded 0 0



So let’s try something new
• Problems with balance in age so let’s try the boosted 

CART model that should more accurately model the age –
ever smoking relationship

• Because balance on gender was really bad, let’s try exact 
matching on it

• And discard treated and controls beyond the range of 
overlap
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Matching attempt #2
• For boosted CART estimated PS (Model 2)…

• Nearest neighbor 1:1 matching, greedy, discarding treated or controls 
beyond PS overlap, exact matching on sex

• library(MatchIt)
• nn2 <- matchit(eversmk ~ LASTAGE + MALE + educate + beltuse + 
POVSTALB + marital + RACE3 + SREGION, data=a, distance=a$PS2, 
method="nearest", exact="MALE", discard="both")

• nn2.data <- match.data(nn2)
• summary(nn2, standardize=T)
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Balance, matching attempt #2

• AFTER matching: ASAM = 0.086..ok, but let’s do better

18

N’s C T

All 5023 6564

Matched 4320 4320

Not 
matched

677 2213

Discarded 26 31
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• There’s a lot of treated 
units with high PS that 
don’t seem to have good 
control matches that also 
have high PS

• Solution: try a caliper



Matching attempt #3
• For boosted CART estimated PS (Model 2)…

• Nearest neighbor 1:1 matching, greedy, discarding treated or controls 
beyond PS overlap, exact matching on sex, caliper of 0.2 SD of the 
distance measure

• library(MatchIt)
• nn3 <- matchit(eversmk ~ LASTAGE + MALE + educate + beltuse + 
POVSTALB + marital + RACE3 + SREGION, data=a, distance=a$PS2, 
method="nearest", exact="MALE", discard="both", caliper=0.2)

• nn3.data <- match.data(nn3)
• summary(nn3, standardize=T)
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Going from #2 to #3: the 
caliper makes the controls 
look more similar to the 
treated according to the PS

Match attempt #2 Match attempt #3



Balance, matching attempt #3

• AFTER matching: ASAM = 0.027..excellent!
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N’s C T

All 5023 6564

Matched 4075 4075

Not 
matched

922 2458

Discarded 26 31



Estimate treatment effect

• In PS matched dataset (from match attempt #3), fit the 
outcome model

• m1 <- glm(lc5 ~ eversmk, data=nn3.data, 
family=binomial(link="logit"))

• summary(m1) 

• OR: 7.17 (95% CI: 4.27, 7.25)
• What does this estimate mean?

• To guard against residual confounding, may be a good 
idea to adjust for covariates in the outcome model
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